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Gabor frames from contact geometry in models of the

primary visual cortex.
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Abstract

We introduce a model of the primary visual cortex (V1), which allows the compres-
sion and decomposition of a signal by a discrete family of orientation and position
dependent receptive profiles. We show in particular that a specific framed sampling
set and an associated Gabor system is determined by the Legendrian circle bundle
structure of the 3-manifold of contact elements on a surface (which models the V1-
cortex), together with the presence of an almost complex structure on the tangent
bundle of the surface (which models the retinal surface). We identify a maximal area
of the signal planes, determined by the retinal surface, that provides a finite number
of receptive profiles, sufficient for good encoding and decoding. We then consider a 5-
dimensional model where receptive profiles also involve a dependence on frequency
and scale variables, in addition to the dependence of position and orientation. In this
case we show that the proposed window function does not give rise to frames (even
in a distributional sense), while a natural modification of the same window gener-
ates Gabor frames with respect to the appropriate lattice determined by the contact
geometry.
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1 Introduction

Two interesting mathematical models account for the functional architecture of the
V1 visual cortex, both of them originally developed in the ’80s and considerably ex-
panded and refined in recent years: a model of receptive profiles in terms of Gabor
functions, [13, 14, 30], and a model of the connectivity and the hypercolumn structure
of the V1 cortex in terms of contact geometry and contact bundles [25]. These two as-
pects of the mathematical modeling of the visual cortex may appear at first unrelated,
the first capturing functional analytic aspects of signal encoding in terms of the neurons
receptive profiles, the latter describing the geometric structure of the visual cortex that
captures the sensitivity to orientation of the simple cells in the hypercolumns. The fiber
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bundle contact geometry also provides a good geometric description of the connections
between simple cells in different hypercolumns. These two mathematical models are
in fact closely entangled, as the more recent works of Petitot and Tondut [34], Citti
and Sarti [11], and Sarti et al. [37] have clearly shown. The simple cells profile shapes
and their geometric arrangement in the hypercolumn structure are simultaneously gov-
erned by the same action of the rototranslation group, combined with a principle of
selectivity of maximal response (see [11]). Thus, it appears that the contact geometry
of the V1 cortex also determines its signal analysis properties. This is an interesting
mathematical observation in itself, that certain classes of contact manifolds carry an
associated signal analysis framework entirely determined by the geometry. Part of
the purpose of the present paper is to clarify what this means in the specific case of
contact 3-manifolds that are Legendrian circle bundles over a surface, and contact 5-
manifolds obtained from them by symplectization and contactization, which are the two
cases of direct relevance to the neuroscience modeling. Our main focus here is on
identifying additional aspects of the contact geometry that have a direct influence on
the signal analysis properties, beyond the relations already identified in previous work
such as [37]. In particular, while previous work focused on continuous representations
of signals through short time Fourier transform, we argue that a more refined model
should incorporate the discrete nature of the neuron population involved, and identify
a mechanism that ensures a good signal encoding and decoding in terms of a selection
of a discrete system of filters. We argue that this selection of a discrete Gabor system
with adequate signal analysis properties can also be seen as directly encoded in the
geometric model of the V1-cortex. Our key observation to this purpose is the fact that
the combined presence of the contact structure on the Legendrian circle bundle and
a complex structure on the base surface determines an associated bundle of framed
lattices, which in turn provide the required discrete sampling set for the Gabor frames.

Gabor filters play an essential role to both neural modeling and signal processing. In
the works of Daugman [13, 14] and Marcelja [30], it is argued why Gabor filters are the
right choice for the modeling of receptive profiles of visual neurons in V1. In particular,
simple cells of the primary visual cortex try to localize at the same time the position
(x, y) and the frequency w of a signal detected in the retina. However, the uncertainty
principle in signal analysis indicates that it is impossible to detect both position and
frequency with arbitrary precision. Gabor filters minimize the uncertainty and therefore
they process spatiotemporal information optimally. Thus, a receptive profile, centered
at (x0, y0), with preferred spatial frequency w =

√

u20 + v20 and preferred orientation
θ = arctan( v0u0

) is efficiently modelled by a bivariate, real-valued Gabor function f(x, y)
of the form exp(−π((x − x0)

2 + (y − y0)
2)) exp(−2πi(u0(x − x0) + u0(y − y0))). Given a

distribution I(x, y), specifying the distribution of light intensity of a visual stimulus, the
receptive profile generates the response to that distributed stimulus via integration

response =

∫ ∫ +∞

−∞
I(x, y)f(x, y)dxdy.

The integral representing the response of a receptive field is commonly used in
time-frequency analysis, as short time Fourier transform. In a Euclidean space Rd

of arbitrary dimension, the short time Fourier transform of a signal I with respect to
a window function g is a linear and continuous, joint time-frequency representation
defined as

VgI(x,w) =

∫

Rd

I(t)g(t− x)e−2πit·wdt, for x,w ∈ R
d.

More specifically, in the plane R2, the response of a receptive profile to a visual signal I
is equal to the short time Fourier transform of the signal I with respect to the Gaussian
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g(x, y) = exp(−π(x2 + y2)), multiplied with a complex exponential

response = e2πi(x0,y0)·(u0,v0)VgI(x0, y0, u0, v0).

The short time Fourier transform is suitable for most theoretical approaches of
space-frequency and time-frequency analysis. However, it is not practical to use con-
tinuous representations for experimental purposes, when dealing with a finite (albeit
large) population of neurons. Continuous representations of signals, like the short time
Fourier transform, allow good encoding and decoding of the signal by using an uncount-
able system of receptive profiles. Methods from discrete time-frequency analysis come
to solve this problem. In discrete methods, a discrete system of Gabor elementary
functions is enough to reconstruct and deconstruct the signal. If the window function
is supported on a subset of the ambient Euclidean space centered in (x, y), the STFT
VgI(x0, y0, u0, v0) carries the same information for neighbouring points in the support
of g and therefore it is possible to reduce the sampling set without compromising the
quality of encoding and decoding of the signal. While there is rich bibliography on
the representation of receptive profiles by continuous time-frequency signal represen-
tations, the question that arises is whether the functional geometry of the visual mecha-
nism directly incorporates a choice of a discrete sampling set suitable for decoding and
encoding visual stimuli.

An approach to modelling geometrically the functional architecture of the V1 visual
cortex in terms of contact and sub-Riemannian geometry was developed by Petitot, and
by Citti and Sarti, [33, 37, 12]. The purpose of our note here is to highlight some as-
pects of the contact geometry of the visual cortex, with special attention to a geometric
mechanism for the generation of families of Gabor frames. These give rise to a signal
analysis setting that is adapted to the underlying contact geometry. We focus here on
the specific 3-dimensional case of the manifold of contact elements of a 2-dimensional
surface, as this is the setting underlying the model of [37]. We also discuss the case of
an associated 5-dimensional contact manifold considered i n [5]. We will not discuss in
this paper the more general question of Gabor frames on arbitrary contact manifolds,
which we plan to develop elsewhere, since our main goal here is only to investigate
some specific geometric aspects of the visual cortex model developed in [37] and in [5].

Replacing the flat planar R2 as the domain of visual signals with a more general
curved Riemann surface S is motivated by the fact that the retina is fixed to the eyeball,
hence not flat, that the resolution is not constant (thinner at the center than at the
periphery), and that the retinotopic map from the retina to the V1 cortex along the
retino-geniculate-cortical pathway is a conformal map. Thus, the conformal geometry
of a Riemann surface is a more suitable model than the flat linear geometry of R2.

The contact 3-manifold underlying the model of the V1 cortex of [33, 37] is of the form
M = S(T ∗S), namely the unit sphere bundle of the cotangent bundle of a 2-dimensional
surface S, also known as the manifold of contact elements of S. One of our main ob-
servations here is that the Legendrian circle bundle structure of M , together with the
existence of an almost complex structure on the tangent bundle TS, provide a natural
choice of a framed lattice (a lattice together with the choice of a basis) on the bundle
E ⊕ E∨ over the contact 3-manifold manifold M , where E is the pull-back of TS to M .
This lattice determines an associated Gabor system, which has the general form of the
Gabor filters considered in [37]. Using the complex analytic method of Bargmann trans-
forms, we investigate when the frame condition is satisfied, so that one obtains Gabor
frames for signal analysis consistently associated to the fibers of E .

In terms of the geometric model of the V1 visual cortex, this shows that the contact
geometry directly determines the signal analysis, the Gabor frames property, and the
observed shape of the receptive profiles of the V1 neurons. We show, in particular, that
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the window function proposed in [37] to model the receptive profiles, together with a
scaling of the framed lattice determined by the injectivity radius function of the surface
S (representing the retinal surface), give rise to a Gabor system on the bundle of signal
planes on the contact 3-manifoldM (which models the V1 cortex) that satisfies the frame
condition, hence has optimal signal analysis properties.

On the other hand, the cortical simple cells are organized in hypercolumns, over
each point (x, y) of the retina, with respect to their sensitivity on a specific value of
a visual feature. These features include orientation, color, spatial frequency, etc. In
this context, the hypercolumnar architecture of V1, for more than one visual feature,
is modeled by a fiber bundle of dimension higher than 3 over the retina. Each visual
feature considered adds one more dimension to the fibers of the bundle. Thus, for
the process of signals from an extended model, which includes more features than the
three-dimensional orientation-selectivity framework, it is essential that higher dimen-
sional models have optimal signal analysis properties. In [5], Baspinar et al. extend
the orientation selective model to include spacial frequency and phase. However, we
show that the lift of the window function, proposed in [37] for the 3-dim model, to the
5-dimensional contact manifold given by the contactization of the symplectization ofM ,
in the form proposed in [5], only defines a Gabor system in a distributional sense, and
cannot satisfy the frame condition even distributionally. We show that a simple modifica-
tion of the proposed window function of [5] restores the desired Gabor frame property
and allows for good signal analysis in this higher dimensional model.

2 Signals on manifolds of contact elements

In this section we present the main geometric setting, namely a contact manifold
that is either a 3-manifold M given by the manifold of contact elements of a compact
2-dimensional surface, or the 5-manifold given by the contactization of the symplectiza-
tion of M . These are, respectively, the geometries underlying the models of [34], and
of [33, 37], and the model of [5].

The main aspect of the geometry that will play a crucial role in our construction
of the associated Gabor frames is the fact that these contact 3-manifolds are endowed
with a pair of contact forms α, αJ related through the almost-complex structure J of
the tangent bundle TS. They have the property that the circle fibers are Legendrian for
both contact forms, while the Reeb vector field of each is Legendrian for the other. This
leads to a natural framing, namely a natural choice of a basis for the tangent bundle
TM , completely determined by the contact geometry. It consists of the fiber direction
∂θ and the two Reeb vector fields Rα, RαJ

.

2.1 Legendrian circle bundles

The results we discuss in this section apply, slightly more generally, to the case of a
3-manifold M that is a Legendrian circle bundle over a 2 dimensional compact surface
S.

The Legendrian condition means that the fiber directions TS1 inside the tangent
bundle TM are contained in the contact planes distribution ξ ⊂ TM . Such Legendrian
circle bundles over surfaces are classified, see [27, p. 179]. They are all either given by
the unit cosphere bundle M = S(T ∗S), with the contact structure induced by the natu-
ral symplectic structure on the cotangent bundle T ∗S, or by pull-backs of the contact
structure on M to a d-fold cyclic covering M ′ → M , that exists for d dividing 2g − 2,
where g = g(S) is the genus of S. The case of M = S(T ∗S) is the manifold of contact
elements of S. In the following, we will restrict our discussion to this specific case.

In the geometric models of the V1 cortex developed in [33, 37, 12], the surface S
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represents the retinal surface, while the fiber direction in the Legendrian circle bundle
M = S(T ∗S) represents an additional orientation variable, which keeps track of how the
tangent orientation in TS of a curve in S is lifted to a propagation curve in the visual
cortex, where a line is represented by the envelope of its tangents rather than as a set
of points.

The fibers of the sphere bundle S(T ∗S) are unit circles S1, hence they can be seen
as parameterizing directions, that is, (oriented) lines in the plane R2 ≃ T ∗

(x,y)S. One

can also identify the circles with copies of P1(R) parameterizing lines in the plane. This
would correspond to considering the projectivized cotangent bundle instead of the unit
sphere bundle. While these two models are topologically equivalent in dimension n = 2,
they differ when considering the sub-Riemannian geometry of the rototranslation group
SE(2) as model geometry for the neural connectivity of the V1 cortex, as in [11, 37].

2.2 Liouville tautological 1-form and almost-complex twist

Given a manifold Y , the cotangent bundle T ∗Y has a canonical Liouville 1-form,
given in coordinates by λ =

∑

i pi dx
i, or intrinsically as λ(x,p)(v) = p(dπ(v)) for v ∈ TxY

and π : T ∗Y → Y the bundle projection. The canonical symplectic form on T ∗Y is
ω = dλ.

Given an almost complex structure J on Y , namely a (1, 1) tensor J with J2 = −1,
written in coordinates as J =

∑

k,ℓ J
k
ℓ dx

ℓ⊗∂xk
, the twist by J of the tautological Liouville

1-form on T ∗Y is given by

λJ :=
∑

k,ℓ

pkJ
k
ℓ dx

ℓ,

the 2-form ωJ = dλJ satisfies

ωJ (·, ·) = ω(Ĵ ·, ·),

where in local coordinates

Ĵ =

(

J i
j 0

∑

k pk(∂xj
Jk
i − ∂xi

Jk
j ) Jj

i

)

,

see for instance [8].
In particular, in the case of a Riemann surface S, with coordinates z = x + iy on

S and p = (u, v) in the cotangent fiber, the tautological 1-form is locally of the form
λ = u dx+ v dy, with ω = du ∧ dx + dv ∧ dy. The twisted tautological form with respect
to J given by multiplication by the imaginary unit, J : (u, v) 7→ (−v, u), given by λJ =

−v dx + u dy, with ωJ = −dv ∧ dx+ du ∧ dy.
Proposition 2.1. On the contact 3-manifold Mw = Sw(T

∗S), given by the cosphere
bundle of radius w, consider the contact 1-form α induced by the tautological Liouville
1-form λ and the contact 1-form αJ determined by the twisted λJ . The contact planes of
these two contact structures intersect along the circle direction ∂θ. The Reeb field Rα

of α is Legendrian for αJ and the Reeb field RαJ
is Legendrian for α. The twist J fixes

the ∂θ generator and exchanges the generators RαJ
and Rα.

Proof. On the contact 3-manifoldMw = Sw(T
∗S), given by the cosphere bundle of radius

w, the contact 1-form induced by the tautological Liouville 1-form λ, written in a chart
(U, z) on S with local coordinate z = x+ iy, is given by

α = w cos(θ)dx + w sin(θ)dy, (2.1)

where (w, θ) are the polar coordinates in the cotangent fibers, and the corresponding
contact planes distribution on U×S1

w is generated by the vector fields ∂θ and− sin(θ)∂x+
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cos(θ)∂y , and with the Reeb vector field

Rα = w−1 cos(θ)∂x + w−1 sin(θ)∂y (2.2)

The contact structure on Mw induced by the twisted Liouville 1-form λJ is given in
the same chart (U, z) by

αJ = −w sin(θ)dx + w cos(θ)dy (2.3)

with contact planes spanned by ∂θ and cos(θ)∂x + sin(θ)∂y and with Reeb vector field

RαJ
= −w−1 sin(θ)∂x + w−1 cos(θ)∂y. (2.4)

2.3 Symplectization and contactization

Given a contact manifold (M,α), with α a given contact 1-form, one can always form
a symplectic manifold (M ×R, ω) with ω = d(es · α) with s ∈ R the cylinder coordinate.
Setting w = es ∈ R∗

+, one has ω = dw ∧ α + w dα on M ×R∗
+. In particular, in the case

of the contact manifoldM = S(T ∗S) this gives the following.

Lemma 2.2. The complement of the zero section T ∗S0 := T ∗S r {0} is the symplectiza-
tion of the manifold of contact elements S(T ∗S), with symplectic form written in a chart
(U, z) of S with z = x+ iy in the form

ω = dw ∧ α+ w dα = du ∧ dx+ dv ∧ dy (2.5)

or with the twisted contact and symplectic forms, given in the same local chart by

ωJ = dw ∧ αJ + w dαJ = −dv ∧ dx+ du ∧ dy. (2.6)

for (u, v) = (w cos θ, w sin θ).

Given a symplectic manifold (Y, ω), if the symplectic form is exact, ω = dλ, then
one can construct a contactization (Y × S1, α) with α = λ − dφ, where φ is the angle
coordinate on S1. When the symplectic form is not exact, it is possible to construct
a contactization if there is some ~ > 0 such that the differential form ω/~ defines an
integral cohomology class, [ω/~] ∈ H2(Y,Z). In this case there is a principal U(1)-bundle
S on Y with Euler class e(S) = [ω/~], endowed with a connection ∇ with curvature∇2 =

ω/~. This is also known as the prequantization bundle. This connection determines a
U(1)-invariant 1-form α on S. The non-degeneracy condition for the symplectic form ω

implies the contact condition for the 1-form α. Different choices of the potential α of the
connection ∇ lead to equivalent contact manifolds up to contactomorphisms, see [18]
for a brief summary of symplectization and contactization.

Lemma 2.3. The contactization of the symplectization of the contact 3-manifold M =

S(T ∗S) is the 5-manifold T ∗S0 × S1 with the contact form

α̃ = λ− dφ = wα− dφ.

Proof. The symplectization of a contact manifold is an exact symplectic manifold, hence
it admits a contactization in the simpler form described above. Thus, starting with the
contact manifoldM = S(T ∗S) for a 2-dimensional compact surface S, endowed with the
contact form α as in (2.1) that makes M a Legendrian circle bundle, one obtains the
symplectization T ∗S0 with Liouville form λ = wα, w = es ∈ R∗

+, and the contactization
of the resulting exact symplectic manifold (T ∗S0, ω = dλ) is given by T ∗S0 ×S1 with the
contact form α̃ = λ− dφ = wα − dφ.
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Remark 2.4. The twist α 7→ αJ of (2.3) of the contact structure onM = S(T ∗S) induces
corresponding twists of the symplectization ω 7→ ωJ as in (2.6) and α̃ 7→ α̃J = wαJ − dφ.

Definition 2.5. We write

S(M) := T ∗S0 and CS(M) := T ∗S0 × S1, (2.7)

for the symplectization S(M) of M = S(T ∗S) and the contactization CS(M) for this
symplectization, endowed with the contact and symplectic forms described above.

In the context of geometric models of the V1 cortex, the 5-dimensional contact mani-
fold CS(M) corresponds to the model for the receptive fields considered in [5], where an
additional pair of dual variables is introduced, describing phase and velocity of spatial
wave propagation.

2.4 The bundle of signal planes

In the model of receptive profiles in the visual cortex (see [33, 37]), signals are
regarded as functions on the retinal surface and the receptive profiles are modelled
by Gabor filters in these and dual variables. When taking into account the underlying
geometric model, however, one needs to distinguish between the local variables (x, y)

on a chart (U, z = x+iy) on the surface S (or the local variables (x, y, θ) on the 3-manifold
M ) and the linear variables in its tangent space T(x,y)S. Thus, we think of the retinal
signal as a collection of compatible signals in the planes T(x,y)S, as (x, y) varies in S. We
consider a real 2-plane bundle on the 3-manifoldM that describes this geometric space
where retinal signals are mapped.

Definition 2.6. Let E be the real 2-plane bundle on the contact 3-manifoldM = S(T ∗S)
obtained by pulling back the tangent bundle TS of the surface S toM along the projec-
tion π : S(T ∗S) → S of the unit sphere bundle of T ∗S,

E = π∗TS. (2.8)

At each point (x, y, θ) ∈M , with z = x+ iy the coordinate in a local chart (U, z) of S, the
fiber E(x,y,θ) is the same as the fiber of the tangent bundle T(x,y)S. Also let E∨ be the
dual bundle of E , namely the bundle of linear functional on E ,

E∨ = Hom(E ,R).

Locally the exponential map from TS to S allows for a comparison between the
description of signals in terms of the linear variables of TS and the nonlinear variables
of S. The linear variables of TS are the ones to which the Gabor filter analysis applies.
Thus, in terms of the contact 3-manifold M , we think of a signal as a consistent family
of signals on the fibers E(x,y,θ), or equivalently a signal on the total space of the 2-plane
bundle E . The filters in turn will depend on the dual linear variables of E and E∨. We
make this idea more precise in the next subsections.

2.5 Fourier transform relation and signals

Over a compact Riemannian manifold Y , functions on the tangent and cotangent
bundles TY and T ∗Y are related by Fourier transform in the following way. Let S(TY,R)

denote the vector space of smooth real valued functions on TY that are rapidly decaying
along the fiber directions, and similarly for S(T ∗Y,R). Let 〈η, v〉x denote the pairing of
tangent and cotangent vectors v ∈ TxY , η ∈ T ∗

xY at a point x ∈ Y . One defines

F :S(TY,R) → S(T ∗Y,R)

(Fϕ)x(η) =
1

(2π)
dimY

∫

TxY

e2πi〈η,v〉xϕx(v) dvolx(v),
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with respect to the volume form on TxY induced by the Riemannian metric.

Because of this Fourier transform relation, cotangent vectors in T ∗Y are sometimes
referred to as “spatial frequencies”.

In the model we are considering, the manifold over which signals are defined is the
total space E of the bundle of signal planes introduced in Section 2.4 above, namely
real 2-plane bundle E = π∗TS. We can easily generalize the setting described above, by
replacing the pair of tangent and cotangent bundle TY and T ∗Y of a manifold Y with a
more general pair of a vector bundle E and its dual E∨. The variables in the fibers of E∨

are the spatial frequencies variables of the models of the visual cortex of [33, 37]. In
this geometric setting a “signal” is described as follows.

Definition 2.7. A signal I is a real valued function on the total space E of the bundle of
signal planes, with I ∈ L2(E ,R), with respect to the measure given by the volume form
of M and the norm on the fibers of E induced by the inner product on TS through the
pull-back map. A smooth signal is a smooth function that decays to zero at infinity in
the fiber directions, I ∈ C∞

0 (E ,R).

The assumption that I is smooth is quite strong, as one would like to include signals
that have sharp contours and discontinuous jumps, but we can assume that such signals
are smoothable by convolution with a sufficiently small mollifier function that replaces
sharp contours with a steep but smoothly varying gradient.

2.6 Signal analysis and filters

For signals defined over Rn, instead of over a more general manifold, signal analysis
is performed through a family of filters (wavelets), and the signal is encoded through
the coefficients obtained by integration against the filters. Under good conditions on
the family of filters, such as the frame condition for Gabor analysis, both the encoding
and the decoding maps are bounded operators, so the signal can be reliably recovered
from its encoding through the filters.

For signals on manifolds there is in general no good construction of associated filters
for signal analysis, although partial results exist involving splines discretization, diffu-
sive wavelets, or special geometries such as spheres and conformally flat manifolds, see
for instance [7, 17, 32]. One of our goals here is to show that geometric modelling of
the visual cortex in terms of contact geometry and the description of receptive fields in
terms of Gabor frames suggest a general way of performing signal analysis on a specific
class of contact manifolds.

The signal analysis model we propose in the following relies on encoding a signal f :

S → R that is supported on a curved Riemann surface S in terms of a function defined
on the total space of the 2-plane bundle E over the 3-dimensional contact manifold
M = S(T ∗S). The restrictions to the fibers of E provide a collection of signals defined on
2-dimensional linear spaces, which describe the lifts of the original signal f : S → R to
the local linearizations of S given by the fibers of the tangent bundle TS. The presence
of the additional circle coordinate S1 in the 3-manifoldM = S(T ∗S) will account for the
fact that the Gabor filters used for signal analysis, which themselves live on the liner
fibers of E include a directional preference specified by the angle coordinate in the
fibers of S(T ∗S). In terms of modelling of the visual cortex, what we are presenting in
Section 3 below is a functional analytic model of the lifting of signals from the (curved)
retinal surface to linear spaces where the Gabor filters corresponding to the receptive
fields of the V1 neurons act to encode the signal. In particular, as we discuss in Section 4
below, we will introduce a version of geometric Bargmann transform. In our setting,
since signals are lifted from S to the bundle E , the appropriate Bargmann transform is
defined in terms of the duality of the bundles E and E∨ over the contact 3-manifold M .
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This version of geometric Bargmann transform differs from other versions previously
considered in [2], [3], [16] constructed in terms of the geometry of the Lie algebra of
SE(2), or in [4] where frame systems are generated using unitary actions of discrete
groups. It also differs from other generalizations of the Bargmann transform such as
in [1].

3 Gabor filters on the manifold of contact elements

In this section we present a construction of a family of Gabor systems associated
to the contact manifolds described in the previous sections. As above we consider a
compact Riemann surface S, and its manifold of contact elementsM = S(T ∗S) with the
two contact 1-forms α and αJ described in Section 2.2 above.

3.1 Gabor filters and receptive profiles

As argued in [14], simple-cells in the V1 cortex try to localize at the same time the
position and the frequency of a signal, and the shape of simple cells is related to their
functionality. However, the uncertainty principle in space-frequency analysis implies
that it is not possible to detect, with arbitrary precision, both position and momentum.
At the same time, the need for the visual system to process efficiently spatio-temporal
information requires optimal extraction and representation of images and their struc-
ture. Gabor filters provide such optimality, since they minimize the uncertainty, and are
therefore regarded as the most suitable functions to model the shape of the receptive
profiles.

The hypothesis that receptive field profiles are Gabor filters is motivated by the an-
alytic properties of Gabor frames. In addition to the minimization of the uncertainty
principle mentioned above, the frame condition for Gabor systems provides good en-
coding and decoding properties in signal analysis, with greater stability to errors than
in the case of a Fourier basis. It is therefore a reasonable assumption that such systems
would provide an optimal form of signal analysis implementable in biological systems.
We will be working here under the hypothesis that receptive field profiles in the V1 cor-
tex are indeed Gabor filters. In this section we show how to obtain such Gabor filters
directly from the contact geometry described in the previous section, while in the next
section we discuss the frame condition.

3.2 Gabor systems and Gabor frames

We recall here the notion and basic properties of d-dimensional Gabor systems and
Gabor frames, see [24]. Given a point λ = (s, ξ) ∈ R2d, with s, ξ ∈ Rd, we consider the
operator ρ(λ) on L2(Rd) given by

ρ(λ) := e2πi〈s,ξ〉 TsMξ (3.1)

with the translation and modulation operators

(Tsf)(t) = f(t− s), (Mξf)(t) = e2πi〈ξ,t〉f(t), (3.2)

which satisfy the commutation relation

TsMξ = e−2πi〈s,ξ〉MξTs.

A Gabor system, for a given choice of a “window function” g ∈ L2(Rd) and a 2d-
dimensional lattice Λ = AZ2d ⊂ R2d, for some A ∈ GL2d(R), consists of the collection
of functions

G(g,Λ) = {ρ(λ)g}λ∈Λ. (3.3)
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More generally, Gabor systems can be defined in the same way for discrete sets Λ ⊂ R2d

that are not necessarily lattices. We will consider in this paper cases where the discrete
set is a translate of a lattice by some vector. In general, one assumes (see [38]) that
the discrete set Λ in the construction of the Gabor system is uniformly discrete, namely
such that

q(Λ) = inf{‖λ− λ′‖ |, λ, λ′ ∈ Λ, λ 6= λ′} > 0 .

This is clearly satisfied in the case where Λ is a translate of a lattice.
A Gabor system G(g,Λ) as in (3.3) is a Gabor frame if the functions ρ(λ)g satisfy the

frame condition: there are constants C,C′ > 0 such that, for all h ∈ L2(Rd),

C ‖h‖2L2(Rd) ≤
∑

λ

|〈h, ρ(λ)g〉|2 ≤ C′ ‖h‖2L2(Rd). (3.4)

The two inequalities in the frame condition ensure that both the encoding map that
stores information about signal h into the coefficients cλ(h) := 〈h, ρ(λ)g〉 for λ ∈ Λ,
and the decoding map that reconstructs the signal from these coefficients are bounded
linear operators. This ensures good encoding and decoding, even though the Gabor
frames {ρ(λ)g} do not form an orthonormal basis, unlike in Fourier analysis.

Window functions are typically assumed to have a Gaussian shape. It is in general an
interesting and highly nontrivial problem of signal analysis to characterize the lattices
Λ for which the frame condition (3.4) holds, for a given choice of window function,
see [24].

In the modelling of the V1 cortex, receptive profiles are accurately modelled by Ga-
bor functions, hence it is natural to consider the question of whether there is a lattice Λ,
directly determined by the geometric model of V1, with respect to which the receptive
profiles are organized into a Gabor frame system. This is the main question we will be
focusing on in the rest of this paper.

3.3 Window function

The construction of Gabor filters we consider here follows closely the model of [37],
reformulated in a way that more explicitly reflects the underlying contact geometry
described in the previous section. We first show how to obtain the mother function
(window function) of the Gabor system and then we will construct the lattice that gen-
erates the system of Gabor filters.

Let V and η denote, respectively, the linear variables in the fibers V ∈ T(x,y)S ≃ R2,
η ∈ T ∗

(x,y)S ≃ R2, with 〈η, V 〉(x,y) the duality pairing of T ∗
(x,y)S and T(x,y)S. We write

V = (V1, V2) and η = (η1, η2) in the bases {∂x, ∂y} and {dx, dy} of the tangent and
cotangent bundle determined by the choice of coordinates (x, y) on S.

Definition 3.1. A window function on the bundle TS ⊕ T ∗S over S is a smooth real-
valued function Φ0 defined on the total space of TS ⊕ T ∗S, of the form

Φ0,(x,y)(V, η) := exp
(

−V tA(x,y)V − i〈η, V 〉(x,y)
)

, (3.5)

where A is a smooth section of T ∗S ⊗ T ∗S that is symmetric and positive definite as
a quadratic form on the fibers of TS, with the property that at all points (x, y) in each
local chart U in S the matrix A(x,y) has eigenvalues uniformly bounded away from zero,
Spec(A(x,y)) ⊂ [λ,∞) for some λ > 0.

Lemma 3.2. The restriction of a window function Φ0 as in (3.5) to the bundle TS ×
S(T ∗S) determines a real-valued function on the total space of the bundle E , which in a
local chart is of the form

Ψ0,(x,y,θ)(V ) := exp
(

−V tA(x,y)V − i〈ηθ, V 〉(x,y)
)

. (3.6)
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Proof. Consider the restriction of Φ0 to the bundle TS× Sw(T
∗S) ⊂ TS⊕T ∗S, for some

w > 0, over a local chart (U, z = x + iy) of S. This means restricting the variable
η ∈ T ∗

(x,y)S to η = (η1, η2) = (w cos(θ), w sin(θ)), with θ ∈ S1,

Φ0,(x,y)|TS×Sw(T∗S)(V, θ) = exp
(

−V tA(x,y)V − i〈ηθ, V 〉(x,y)
)

, (3.7)

with ηθ = (w cos(θ), w sin(θ)). In particular, we restrict to the case w = 1.
We can identify the total space of the bundle TS × S(T ∗S) with the total space of

the bundle of signal planes E over M = S(T ∗S). Indeed, the direct sum of two vector
bundles E1, E2 over the same base space S is given by

E1 ⊕ E2 = {(e1, e2) ∈ E1 × E2 |π1(e1) = π2(e2)}.

Similarly, when considering sphere bundles

E1 × Sw(E2) = {(e1, e2) ∈ E1 × Sw(E2) |π1(e1) = π2(e2)}.

Consider the projection onto the second coordinate, P : E1 ⊕ E2 → E2. This projection
has fibers P−1(e2) = π−1

1 (π2(e2)). Thus, the total space of the bundle E1 ⊕E2, endowed
with the projection P , can be identified with the pull-back π∗

2E1 over E2, with fibers
(π∗

2E1)e2 = {ei ∈ E1 |π1(e1) = π2(e2)}, and similarly when restricting to the sphere
bundle of E2.

Thus, we can write the function in (3.7) equivalently as a real-valued function Ψ0 on
the total space of the bundle E over the contact 3-manifoldM , which is of the form (3.6).

This provides the reformulation of the Gabor profiles considered in [37] in terms of
the underlying geometry of the bundle E over M .

3.4 Lattices

As above, consider the bundle of signal planes E over M = S(T ∗S). The two contact
forms α and αJ discussed in Section 2.2 determine a choice of basis for TM given by
the Legendrian circle fiber direction ∂θ, together with the two Reeb vector fields Rα

and RαJ
, each of which is Legendrian for the other contact form. Over a local chart

U of S, these two vector fields are given by (2.2), (2.4) and lie everywhere along the
TS direction, hence they determine a basis of the fibers E(x,y,θ) of the bundle of signal
planes for z = x+ iy ∈ U .

We denote by {R∨
α, R

∨
αJ

} the dual basis of E∨ (over the same chart U of S) character-
ized by 〈R∨

α, Rα〉 = 1, 〈R∨
α, RαJ

〉 = 0, 〈R∨
αJ
, Rα〉 = 0, 〈R∨

αJ
, RαJ

〉 = 1. By the properties
of Reeb and Legendrian vector fields, we can identify the dual basis with the contact
forms, {R∨

α, R
∨
αJ

} = {α, αJ}.
Thus, the contact geometry ofM determines a canonical choice of a basis {Rα, RαJ

}
for the bundle E and its dual basis {α, αJ} for E∨.

This determines bundles of framed lattices (lattices with an assigned basis) over a
local chart inM of the form

Λα,J := ZRα +ZRαJ
(3.8)

Λ∨
α,J := Zα+ZαJ . (3.9)

where Λα,J and Λ∨
α,J here can be regarded as a consistent choice of a lattice Λα,J,(x,y,θ)

(respectively, Λ∨
α,J,(x,y,θ)) in each fiber of E (respectively, of E∨). The bundle of framed

lattices

Λα,J ⊕ Λ∨
α,J (3.10)
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correspondingly consists of a lattice in each fiber of the bundle E ⊕ E∨ over M . We will
also equivalently write the bundle of lattices (3.10) in the form Λ + ΛJ with

Λ = ZRα ⊕Zα, ΛJ = ZRαJ
⊕ZαJ . (3.11)

In the following, we will often simply use the term “lattice” to indicate bundles of framed
lattices over M as above.

Lemma 3.3. The choice of the window function Ψ0 described in Section 3.3, together
with the lattice (3.10), determine a Gabor system

G(Ψ0,Λα,J ⊕ Λ∨
α,J)

which consists, at each point (x, y, θ) ∈M of the Gabor system

G(Ψ0,(x,y,θ),Λα,J,(x,y,θ) ⊕ Λ∨
α,J,(x,y,θ))

in the space L2(E(x,y,θ)).

Proof. The Gabor functions in G(Ψ0,Λ + ΛJ) are of the form

ρ(λ)Ψ0 = ρ(ξ)ρ(W )Ψ0 = e2πi〈ξ,V 〉Ψ0(V −W ),

for λ = (ξ,W ) with ξ ∈ Λ∨
α,J ⊂ E∨ andW ∈ Λα,J ⊂ E .

3.5 Injectivity radius function and lattice truncation

In order to adapt this construction to a realistic model of signal processing in the
V1 cortex, one needs to keep into account the fact that in reality only a finite, although
large, number of Gabor filters in the collection G(Ψ0,Λ + ΛJ) contribute to the analysis
of the retinal signals. This number is empirically determined by the structure of the neu-
rons in the V1 cortex. This means that there is some (large) cut-off size Rmax > 0 such
that the part of the lattice that contributes to the available Gabor filters is contained in
a ball of radius Rmax.

There is also an additional constraint that comes from the geometry. Namely, we are
using Gabor analysis in the signal planes determined by the vector bundle E to analyze
a signal that is originally stored on the retinal surface S. Lifting the signal from S to
the fibers of E and consistency or results across nearby fibers is achieved through the
exponential map

exp(x,y) : T(x,y)S → S

from the tangent bundle of S (of which E is the pull-back to M ) to the surface. At a
given point (x, y) ∈ S let Rinj(x, y) > 0 be the supremum of all the radii R > 0 such
that the exponential map exp(x,y) is a diffeomorphism on the ball B(0, R) of radius R
in T(x,y)S. For a compact surface S, we obtain a continuous injectivity radius function
given by Rinj : S → R∗

+ given by (x, y) 7→ Rinj(x, y).
Thus, to obtain good signal representations and signal analysis in the signal planes,

we want that the finitely many available lattice points that perform the shift operators
TW = ρ(W ) in the Gabor system construction lie within a ball of radius Rinj in the fibers
of E .

It is reasonable to assume that the maximal size Rmax, determined by empirical data
on neurons in the visual cortex, will be in general very large, and in particular larger
than the maximum over the compact surface S of the injectivity radius function. This
means that, in order to match these two bounds, we need to consider a scaled copy of
the lattice Λα,J . We obtain the following scaling function.
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Lemma 3.4. Let bM :M → R∗
+ be the function given by

bM (x, y, θ) :=
Rinj(x, y)

Rmax
, (3.12)

where Rinj(x, y) is the injectivity radius function and Rmax > 0 is an assigned constant.
For Rmax > max(x,y)∈S Rinj(x, y), consider the rescaled lattice

Λb,α,J := bM Λα,J = Z bM Rα +Z bM RαJ
and

{

Λb = Z bM Rα ⊕Zα,

Λb,J = Z bM RαJ
⊕ZαJ

. (3.13)

All the lattice points of the original lattice Λα,J that are within the ball of radius Rmax

correspond to lattice points of the rescaled Λb,α,J that are within the ball of radius
Rinj(x, y) in E(x,y,θ). In particular, for B a ball of measure 1 in E(x,y,θ), and N(r) = #{λ ∈
Λb,α,J ∩ r · B}, we have

D−(Λb,α,J) = lim inf
r→∞

N(r)

r
= b−1

M > 1 . (3.14)

Proof. The first statement is clear by construction. Moreover, under the assumption
that Rmax > max(x,y)∈S Rinj(x, y), the function bM of (3.12) is everywhere smaller than
one,

bM (x, y, θ) < 1, ∀(x, y, θ) ∈M , (3.15)

so that the density D−(Λb,α,J) > 1.

Remark 3.5. Note that we only need to rescale the Λα,J part of the lattice in E and
not the Λ∨

α,J part of the lattice in E∨, since the Λ∨
α,J part only contributes modulation

operators Mξ that do not move the coordinates outside of the injectivity ball of the
exponential map, unlike the translation operators TW withW ∈ Λα,J .

We can also make the choice here to scale both parts of the lattice by the same
factor b = bM , and work with the scaled lattice Λb,α,J ⊕ Λ∨

b,α,J even if the scaling of
the modulation part is not necessary by the observation of Remark 3.5 above. The
difference between these two choices can be understood geometrically in the following
way. One usually normalizes the choice of the Reeb vector field of a contact form by
the requirement that the pairing is 〈α,Rα〉 = 1 = 〈αJ , Rα,J〉. However, one can make a
different choice of normalization. Scaling only the Λα,J part of the lattice and not the
Λ∨
α,J corresponds to changing this normalization, while scaling both parts means that

one maintains the normalization. As will be clear in the argument of Proposition 4.13,
these two choices are in fact equivalent and give the same signal analysis properties.

4 The Gabor frame condition

In this section we check that the Gabor systems introduced above on the bundle
of signal spaces E satisfy the frame condition. This condition is necessary for discrete
systems of Gabor filters to perform good signal analysis, in the sense that signals can
be reconstructed from their measurements by the filters. In the usual setting of Gabor
systems with Gaussian window on a single vector space Rn, the frame condition has
been extensively studied. However, while in the 1-dimensional case the frame condition
can be characterized in terms of a density property for the lattice ([28, 38]), in higher
dimensions the question of whether a Gabor frame with Gaussian window in Rn and a
given lattice Λ ⊂ R2n satisfies the frame condition is generally open and very difficult to
assess, see [24]. Since we are specifically interested here in the 2-dimensional case, we
will follow the method developed in [24], based on the Bargmann transform, adapted to
our geometric setting.
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We discuss separately the case where, in a local chart U in S, the quadratic form A

in the window function Ψ0 is diagonal in the basis {Rα, RαJ
} and the general case where

it is not diagonal. The first case has the advantage that it reduces to one-dimensional
Gabor systems, for which we can reduce the discussion to a famous result of Lyubarskǐı
and Seip, [28, 38], after the slightly different form of the window function is accounted
for. The more general case can be dealt with along the lines of the results of [24] for
2-dimensional Gabor systems. In particular, the analysis of the frame condition relies
on the complex analytic technique of Bargmann transform and sampling.

As discussed in Section 2.6 above, the notion of geometric Bargmann transform that
we introduce here, for the purpose of investigating the frame condition, is defined in
terms of the geometry of the dual pair of vector bundles E and E∨ over the contact 3-
manifoldM = S(T ∗S), since in our setting retinal signals f : S → R are lifted to signals
that live on the linear fibers E , with the angular coordinate of the circle fibers of S(T ∗S)
accounting for the directionality of the Gabor filters.

4.1 Gabor frame condition

Let E be the bundle of signal planes on the contact 3-manifold M as above. Let
Ψ0 be a window function, which we assume of the form (3.6). Suppose given a lattice
bundle Λ, namely a bundle over M with fiber isomorphic to Z4, where the fiber Λ(x,y,θ)

is a lattice in (E ⊕ E∨)(x,y,θ). We form the Gabor system G(Ψ0,Λ) as in Lemma 3.3, with
Gabor functions ρ(λ(x,y,θ))Ψ0|E(x,y,θ)

, with λ(x,y,θ) ∈ Λ(x,y,θ).

Definition 4.1. The Gabor system G(Ψ0,Λ) satisfies the smooth Gabor frame condition
onM if there are smooth R∗

+-valued functions C,C′ on the local charts of M , such that
the frame condition holds pointwise in (x, y, θ),

C(x,y,θ) ‖f‖2L2(E(x,y,θ))
≤

∑

λ(x,y,θ)∈Λ(x,y,θ)

|〈f, ρ(λ(x,y,θ))Ψ0〉|2 ≤ C′
(x,y,θ) ‖f‖2L2(E(x,y,θ))

. (4.1)

Note that, although, the manifoldM is compact, so that globally defined continuous
functions C,C′ :M → R+ would have a minimum and a maximum that are strictly posi-
tive and finite, in the condition above we are only requiring that the functions C,C′ are
defined on the local charts, without necessarily extending globally to M . Indeed, since
global vector fields on an orientable compact surface S necessarily have singularities
(unless S = T 2), the frame condition will not in general extend globally, while it holds lo-
cally within each chart, with not necessarily uniformly bounded C,C′. If these functions
extend globally toM , then a stronger global frame condition

Cmin ‖f‖2L2(E(x,y,θ))
≤

∑

λ(x,y,θ)∈Λ(x,y,θ)

|〈f, ρ(λ(x,y,θ))Ψ0〉|2 ≤ C′
max ‖f‖2L2(E(x,y,θ))

would also be satisfied, but one does not expect this to be the case, except in special
cases like the parallelizable S = T 2. In the case directly relevant to the modeling of the
primary visual cortex, one assumes that the retinal surface is represented by a chart
U ⊂ S with S = S2 a sphere.

4.2 The diagonal case: dimensional reduction

Consider first the case where the quadratic form A in (3.6) is diagonal in the basis
{Rα, RαJ

} of the bundle E .
First observe that, in a local chart U of S, the unit vector ηθ ∈ T ∗S is in fact the

vector ηθ = (cos(θ), sin(θ)) in the basis {dx, dy}, which is the dual basis element α, as
in (2.1). Thus, the window function (3.6) used in [37] is of the form

Ψ0,(x,y,θ)(V ) = ρ(
1

2π
(0, 1))Ψ̂0,(x,y,θ)(V ) (4.2)
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where

Ψ̂0,(x,y,θ)(V ) := exp
(

−V tA(x,y)V
)

(4.3)

and (0,−1) ∈ Λ is the covector −ηθ(x, y) = α|(x,y,θ). Thus, the Gabor system can be
equivalently described as

G(Ψ0,Λ + ΛJ) = G(Ψ̂0, Λ̂ + ΛJ)

Λ̂ = ξ0 + Λ = {(W, ξ) ∈ E ⊕ E∨ |W ∈ ZRα, ξ ∈ ξ0 +Zα} with ξ0 := − 1

2π
α ∈ E∨ . (4.4)

Note that Λ̂ is no longer a lattice (a discrete abelian subgroup in each fiber E(x,y,θ) ⊕
E∨
(x,y,θ) in the local chart): it is however a uniformly discrete set given by the translate
ξ0 + Λ.

Lemma 4.2. If the quadratic form A in (3.6) is diagonal, A = diag(κ21, κ
2
2), in the basis

{Rα, RαJ
} of E in a local chart, then the Gabor frame condition for G(Ψ0,Λ + ΛJ ) is

equivalent to the frame condition for two uncoupled problems for the one-dimensional
Gabor systems G(ψ0,Λ) and G(φ0,ΛJ), with ψ0(V1) = exp(−κ21V 2

1 − iV1) and φ0(V2) =

exp(−κ22V 2
2 ).

Proof. Given the duality pairing relations between the contact forms α, αJ and their
Reeb vector fields Rα and RαJ

, if we write the vectors V ∈ E(x,y,,θ) in coordinates
V = V1 Rα+V2RαJ

over the local chart, then the window function is written in the form

Ψ0,(x,y,θ)(V1, V2) = exp(−κ21V 2
1 − iV1) · exp(−κ22V 2

2 ) = ψ0(V1) · φ0(V2),

and the Gabor system is of the form

(ρ(λ)Ψ0)(V ) = (ρ(λ1)ψ0)(V1) · (ρ(λ2)φ0)(V2)
λ1 = (ξ1,W1) ∈ Λ and λ2 = (ξ2,W2) ∈ ΛJ .

This means that, in this case, the Gabor frame condition problem for G(Ψ0,Λ + ΛJ)

reduces to two uncoupled problems for the one-dimensional Gabor systems G(ψ0,Λ) and
G(φ0,ΛJ). The frame condition for G(Ψ0,Λ+ΛJ) is satisfied iff it is satisfied for G(ψ0,Λ)

and G(φ0,ΛJ), where the first problem, by the discussion above, is equivalent to the
frame condition for the system G(ψ̂0, Λ̂) with Λ̂ = ξ0 + Λ and ψ̂0(V1) = exp(−κ21V 2

1 ).

Proposition 4.3. The functions in the Gabor system G(Ψ0,Λ + ΛJ) are not frames.

Proof. The second case above is a one-dimensional Gabor system with a Gaussian win-
dow function g(t) = e−κ2t2 and the lattice Z2, while the first case is a one-dimensional
Gabor system with a modified window function of the form g(t) = e−κ2t2−iat and the lat-
tice Z2 or equivalently a window function ĝ(t) = e−κ2t2 and the discrete set (0, a) +Z2.

For a lattice Λ = AZd with A ∈ GLd(R) the density is given by s(Λ) = | det(A)|. In
particular it is s(Λ) = 1 for the standard lattice Z2. The density theorem for Gabor
frames, [26] (see also Proposition 2 of [24]), states that if a Gabor system G(g,Λ) is a
frame in L2(Rd) and the window is a rapid decay function g ∈ S(Rd), then necessarily
s(Λ) < 1. Thus, these one-dimensional Gabor systems are not frames, hence the original
system G(Ψ0,Λ + ΛJ) also does not satisfy the frame condition.

On the other hand, the situation changes when one takes into account the scaling of
the lattice discussed in Section 3.5.

Proposition 4.4. Consider the rescaled lattices Λb,α,J , Λb, Λb,J of (3.13). The system
G(Ψ0,Λb + Λb,J) does satisfy the frame condition.
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Proof. The Gabor frame question for the system G(Ψ0,Λb+Λb,J) reduces to the question
of whether the one-dimensional systems G(φ0,Λb,J) and G(ψ̂0, Λ̂b) with Λ̂b = ξ0 + Λb are
frames.

In the case of one-dimensional systems, there is a complete characterization of when
the frame condition is satisfied, [28, 38, 39]. This characterization is obtained by refor-
mulating the problem in terms of a complex analysis problem of sampling and interpo-
lation in Bargmann-Fock spaces. In the case of a Gaussian window function ψ and a
uniformly discrete set Λ ⊂ R2, it is proved in [38] that the Gabor system G(ψ,Λ) is a
frame if and only if the lower Beurling density satisfies D−(Λ) > 1, where

D−(Λ) = lim
r→∞

inf
N−

Λ (r)

r2
,

with N−
Λ (r) the smallest number of points of Λ contained in a scaled copy rI of a given

set I ⊂ R2 of measure one, with measure zero boundary. The value D−(Λ) is indepen-
dent of the choice of the set I. In the case of a rank two lattice this corresponds to the
condition s(Λ) < 1, which is therefore also sufficient.

Thus, the one-dimensional systems G(φ0,Λb,J) and G(ψ̂0, Λ̂b) are frames if and only if
s(Λb,J) < 1 and s(Λb) < 1, since the translate Λ̂b and Λb have the same lower Beurling
density. Since the scaling function satisfies bM < 1 everywhere on M , as in (3.15), we
have seen in Lemma 3.4 that these conditions are satisfied. It follows that the Gabor
system G(Ψ0,Λb + Λb,J) is a frame.

4.3 The non-diagonal case: Bargmann transform

In the more general case where the quadratic form in Ψ0 is not necessarily diago-
nal in the basis {Rα, Rα,J} in a local chart, the question of whether the Gabor system
G(Ψ0,Λb + Λb,J) satisfies the frame condition can still be reformulated in terms of sam-
pling and interpolation in Bargmann-Fock spaces, see [24].

4.3.1 Bargmann transform and Gabor frames

The Bargmann transform of a function f in L2(Rn) is defined as

Bf(z) =
∫

Rn

f(t)e2πt·z−πt2−π
2 z2

dt , (4.5)

where, for z ∈ Cn we write z = x+ iw for some x,w ∈ Rn and z2 = (x+ iw) · (x+ iw) =

x ·x−w ·w+ i2x ·w and |z|2 = x2 +w2. It is a unitary transformation from L2(Rn) to the
Bargmann-Fock space F2

n, which consists of entire functions of z ∈ Cn with finite norm

‖F‖2F2
n
=

∫

|F (z)|2 e−π|z|2 dz <∞ , (4.6)

induced by the inner product

〈F,G〉F2
n
=

∫

Cn

F (z)G(z) e−π|z|2 dz .

We also consider the Bargmann-Fock space F∞
n , which is the space of entire functions

on Cn with

‖F‖2F∞
n

= sup
z∈Cn

|F (z)| e−
π|z|2

2 <∞ . (4.7)

There is a well known relation between the Bargmann transform and Gabor systems
with Gaussian window function, see for instance [22, 24]. In our setting, because of the

MNA 3 (2023), paper 2.
Page 16/28

https://mna.episciences.org/

https://doi.org/10.46298/mna.9766
https://mna.episciences.org/


V. Liontou and M. Marcolli

form (4.2) of the window function, we need a simple variant of this relation between
Gabor systems and Bargmann transform which we now illustrate.

A set Λ ⊂ Cn is a sampling set for F2
n if there are constants C,C′ > 0, such that, for

all F ∈ F2
n,

C · ‖F‖2F2
n
≤

∑

λ∈Λ

|F (λ)|2e−π|λ|2 ≤ C′ · ‖F‖2F2
n
.

A set Λ ⊂ Cn is a set of uniqueness for F∞
n if a function F ∈ F∞

n satisfying F (λ) = 0 for
all λ ∈ Λ must vanish identically, F ≡ 0. For Λ ⊂ Cn, let Λ̄ = {λ̄ |λ ∈ Λ}.

We consider as in [23] the modulation spaces Mp(Rn) as the space of tempered
distributions f ∈ S ′(Rn) with Gabor transform with bounded Lp norm, ‖Vϕf‖p <∞, for
all ϕ ∈ S(Rd), where

Vϕf = 〈f,MξTxϕ〉 =
∫

Rd

f(t)ϕ(t− x)e−2πiξ·t dt .

Similarly, the modulation space M∞(Rn) is the space of tempered distributions f ∈
S ′(Rn) with ‖Vϕf‖∞ <∞, for all ϕ ∈ S(Rd).

Proposition 4.5. Let Λ ⊂ Cn be a lattice and let φ(x) = e−π |x|2e−2πi a·x ∈ L2(Rn), for
some fixed a ∈ Rn. Then the following conditions are equivalent.

1. The Gabor system G(φ,Λ) is a frame.

2. The set Λ̄a := Λ̄ + ia is a sampling set for F2
n.

3. The set Λ̄a is a set of uniqueness for F∞
n .

Proof. For the proof of 1 ⇐⇒ 2 it suffices to prove that

|〈f,MwTxφ〉| = |B(x− i(w + a))|e−
π|(x−i(w+a))|2

2 .

We have

Vφf(x,w) =

∫

Rn

f(t)e−π(t−x)2e−2πi(a·(t−x))e−2πi(w·t)dt

= e2πi(a·x)
∫

Rn

f(t)e−πt2+2πtx−πx2

e−2πi(a+w)·tdt

= e2πia·xe−πix·(a+w)e−
π
2 (x2+(a+w)2)

∫

Rn

f(t)e−πt2e2πt·(x−i(w+a))e−
π
2 (x−i(a+w))2dt .

Moreover, for z′ = x+ i(w + a),

Vφf(x,w) = e−
π
2 |z′|2e−πix·ℑ(z′)e2πi(a·x)Bf(z′)

Thus, |Vφf(x,w)| = |B f(z′)|e−π
2 |z′|2 = |B f(x− i(w + a))|e−π|(x−i(w+a))|2

2 . Thus, we obtain

∑

λ∈Λ

|Vφf(λ)| =
∑

z′∈Λ̄a

|B f(z′)|e−π
2 |z′|2 ,

and
∑

λ∈Λ |Vφf(λ)| ≍ ‖f‖L2(Rn) if and only if

∑

z′∈Λ̄a

|B f(z′)|e−π
2 |z′|2 ≍ ‖B f‖F2

n
.

To prove 2 ⇐⇒ 3, starting with the assumption that Λ̄a is a set of sampling for F2
n, let

F ∈ F∞
n be such that F (λ) = 0 for all λ ∈ Λ̄a. The Bargmann-Fock space F∞

n is related
to the modulation spaceM∞(Rn) through the Bargmann transform (4.5),

F∞
n = B(M∞(Rn)) .
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Thus, there exists an element f ∈M∞(Rn) such that B f = F . Thus, we have B f(λ) = 0,
for all λ ∈ Λ̄a, hence 〈f, π(λ)φ〉 = 0, for all λ ∈ Λ. The equivalence 1 ⇐⇒ 2 then implies
that f ≡ 0, hence F ≡ 0.

Conversely, suppose that Λ̄a is a set of uniqueness for F∞
n . Theorem 3.1 of [23]

shows that the frame condition for the Gabor system G(φ,Λ), for a window φ ∈ S(Rn),
is equivalent to the condition that the Gabor transform map is one-to-one as a map

Vφ :M∞(Rn) → ℓ∞(Λ) , Vφ : f 7→ Vφf |Λ . (4.8)

Since we have φ ∈ S(Rn), it suffices to prove that the Gabor transform f 7→ Vφf |Λ̄a
is

one-to-one as a mapM∞(Rn) → ℓ∞(Λ̄a).
Let D denote the map D :M∞(Rn) → ℓ∞(Λ) given by

D : f 7→ {B f(λ)}λ∈Λ ,

and let T : ℓ∞(Λ) → ℓ∞(Λa) be given by

T : {cλ}λ∈Λ 7→ {eπiλ1(λ2+a)e−|λ+(0,a)|2/2cλ}λ+(0,a)∈Λa
,

The operator Vφ of (4.8) is the composite Vφ = T ◦D, which is injective since both T and
D are.

Remark 4.6. In particular this shows that, with the window functions φ̃(x) = e−πx2

and
φ(x) = e−πx2

e−2πi(a·x), the Gabor system G(φ,Λ) is a frame if and only if G(φ̃,Λ) is a
frame.

Indeed, for the window φ̃ the system G(φ̃,Λ) is a frame iff the system G(φ̃,Λa) is a
frame and the latter is equivalent to

∑

z∈Λ̄

|B f(z − ia)|e−π
2 |z|2 ≍ ||B f ||F2

n
,

which we have seen is equivalent to G(φ,Λ) being a frame.

4.3.2 Geometric Bargmann transform

We apply this Bargmann transform argument to our geometric setting. The bundle E is
endowed with an almost complex structure, coming from the identification E = π∗TS
with S a Riemann surface, hence the dual E∨ can also be endowed with an almost
complex structure. However, for the purpose of applying the Bargmann transform
argument in our setting, we just need to consider the bundle E ⊕ E∨ as a complex 2-
plane bundle over M . First note that the local bases {Rα, RαJ

} of E and {α, αJ} of E∨

determine a local isomorphism between E and E∨. For (W, η) ∈ (E ⊕ E∨)(x,y,θ), with
W = W1Rα +W2RαJ

and η = η1α + η2αJ , we define J : E ⊕ E∨ → E ⊕ E∨ with J2 = −1

by setting
J (W, η) := (η,−W ) = η1Rα + η2 RαJ

−W1 α−W2 αJ .

We can then take W + iη := (W, η) with scalar multiplication by λ ∈ C, λ = x + iy with
x, y ∈ R given by λ · (W + iη) = (x + y J) (W, η). This gives a fiberwise identification

I : (E ⊕ E∨)(x,y,θ)
≃→ C

2 (W, η) 7→ z = (z1, z2) = (W1 + iη1,W2 + iη2) . (4.9)

Given the choice of a window function Ψ0,(x,y,θ)(V ) as in (3.6), with a quadratic form
on the fibers of E over the local chart, determined by a smooth section A of T ∗S ⊗ T ∗S
that is symmetric and positive definite, we consider an associated quadratic form

Q : E ⊕ E∨ → C, Q(x,y,θ)(W + iη) :=W tA(x,y)W + 2i〈η,W 〉(x,y,θ) − ηt η, (4.10)
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where 〈η,W 〉 is the duality pairing of E and E∨, and ηt η denotes the pairing with respect
to the metric in E∨ determined by the metric on S. We use the notation

Q(z) := Q ◦ I−1(z) and V • z := V tA(x,y)

2π
W + i〈η, V 〉 . (4.11)

We also define Q̃ : E ⊕ E∨ → C as

Q̃(x,y,θ)(W, η) :=
π

2

(

W tA(x,y)

π
W + (η +

ηθ
2π

)t(η +
ηθ
2π

)
)

. (4.12)

We write Q̃(z) := Q̃ ◦ I−1(z).

Definition 4.7. The Bargmann transform of a function f ∈ L2(E ,C) is a function B f :

E ⊕ E∨ → C defined fiberwise by

(B f)|(E⊕E∨)(x,y,θ)
(W, η) :=

∫

E(x,y,θ)

f |E(x,y,θ)
(V ) e2πV •z−πV tA(x,y)V+π

2 Q(z) dvol(x,y,θ)(V ) ,

(4.13)
with the notation as in (4.11) and with dvol(x,y,θ)(V ) the volume form on the fibers of E
determined by the Riemannian metric on S.

Lemma 4.8. Consider the window function Ψ0 as in (3.6). The Gabor functions

ρ(W, η)Ψ0(V ) = e2πi〈η,V −W 〉Ψ0(V −W ) ,

with (W, η) ∈ E ⊕ E∨, satisfy

|〈f, ρ(W, η)Ψ0〉| = |B f(W − i(η +
ηθ
2π

))| e−Q̃(W,η) . (4.14)

with Q̃ as in (4.12).

Proof. We have

〈f, ρ(W, η)Ψ0〉 =
∫

E(x,y,θ)

f(V ) e−π(V−W )t A
π
(V −W )−2πi〈 ηθ

2π ,V−W 〉e−2πi〈η,V 〉 dvol(V )

= e2πi〈
ηθ
2π ,W 〉

∫

E(x,y,θ)

f(V ) eπV
t A

π
V−2πV t A

π
W−πW t A

π
W e−2πi〈 ηθ

2π +η,V 〉 dvol(V )

= e2πi〈
ηθ
2π ,W 〉e−iπ〈η+ ηθ

2π ,W 〉e−
π
2 W t A

π
W+π

2 (η+
ηθ
2π )t·(η+ ηθ

2π )·

·
∫

E(x,y,θ)

f(V ) e−2πV •(W−i(
ηθ
2π +η))e−πV t A

π
V e−

π
2 Q(W−i(η+

ηθ
2π ))dvol(V )

with Q as in (4.10) and Q̃ as in (4.12).

Remark 4.9. Under the identification (4.9) we write (4.14) equivalently as

|〈f, ρ(W, η)Ψ0〉| = |Bf(z)|e−Q̃(W,η) for z =W + i(
ηθ
2π

+ η) . (4.15)

Definition 4.10. The global Bargmann-Fock space F2(E ⊕E∨) is the space of functions
F : E ⊕ E∨ → C such that F |(E⊕E∨)(x,y,θ)

◦ I−1 : C2 → C is entire with

‖F‖2F2(E⊕E∨) =

∫

M

∫

C2

∣

∣

∣

∣

F |(E⊕E∨)(x,y,θ)
◦ I−1(z)

∣

∣

∣

∣

2

e−2Q̃(z)dz dvol(x, y, θ) <∞ .

The fiberwise Bargmann-Fock space F2(E ⊕ E∨)(x,y,θ) is the space of functions F : (E ⊕
E∨)(x,y,θ) → C such that F ◦ I−1 : C2 → C is entire, with the norm

‖F‖2F2(E⊕E∨)(x,y,θ)
=

∫

C2

∣

∣

∣

∣

F |(E⊕E∨)(x,y,θ)
◦ I−1(z)

∣

∣

∣

∣

2

e−2Q̃(z)dz <∞ .
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The space F2(E ⊕ E∨) is a Hilbert space with the inner product

〈F,G〉F2 :=

∫

M

∫

C2

F |(E⊕E∨)(x,y,θ)
◦ I−1(z) G|(E⊕E∨)(x,y,θ)

◦ I−1(z) e−2Q̃(z) dz dvol(x, y, θ) .

Indeed, F2(E ⊕ E∨) is the direct integral over (M,dvol) of a family of Hilbert spaces
F2(E ⊕ E∨)(x,y,θ), which are isomorphic, through the map I of (4.9) with the Hilbert

space L2(C2, e−2Q̃(z)dz).
In this geometric setting we formulate the sampling condition in the following way.

Definition 4.11. Let Λ be a bundle of lattices overM where, over a local chart we have
Λ(x,y,θ) a lattice in (E ⊕ E∨)(x,y,θ). The bundle Λ satisfies the smooth sampling condition
for F2(E ⊕ E∨) if there are R∗

+-valued smooth functions C,C′ on the local charts of M ,
such that, for all (x, y, θ) in a local chart of M and for all F ∈ F2(E ⊕ E∨)(x,y,θ), the
estimates

Cµ · ‖F‖2F2(E⊕E∨)µ
≤

∑

(W,η)∈Λµ

∣

∣

∣

∣

F |(E⊕E∨)µ

∣

∣

∣

∣

2

e−2Q̃µ(W,η) ≤ C′
µ · ‖F‖2F2(E⊕E∨)µ

(4.16)

are satisfied, for µ = (x, y, θ) in a local chart ofM , and with Q̃ as in (4.12).

Lemma 4.12. For any (x, y, θ) in a local chart ofM , the Bargmann transform B of (4.13)
is a bijection from L2(E(x,y,θ)) to F2(E ⊕ E∨)(x,y,θ), with

‖B f‖F(E⊕E∨)(x,y,θ)
= K(x,y) · ‖f‖L2(E(x,y,θ)) , (4.17)

for a smooth R∗
+-valued function K over the local charts U of S. Moreover, G(Ψ0,Λ) is

a frame for L2(E(x,y,θ)) if and only if Λ + i ηθ

2π is a set of sampling for F(E ⊕ E∨)(x,y,θ).

Proof. For the window function Ψ0 as in (3.6), we have

‖Ψ0‖2L2(E(x,y,θ))
=

∫

E(x,y,θ)

|Ψ0(V )|2 dV =

∫

E(x,y,θ)

e−2V tA(x,y)V dV =
π

2
√

det(A(x,y))
.

as a standard Gaussian integral in 2-dimensions. Because we assumed that the matrices
A(x,y) in the window function Ψ0 of (3.6) have spectrum bounded away from zero, and
that S is compact, the quantity

K(x,y) :=
π

2
√

det(A(x,y))

determines a smooth real valued function K : S → R with a strictly positive minimum
and a bounded maximum. Moreover, by Theorem 3.2.1 and Corollary 3.2.2 of [22], the
orthogonality relation

〈Vφ1f1, Vφ2f2〉L2(R2n) = 〈f1, f2〉L2(Rn) · 〈φ1, φ2〉L2(Rn)

for the short time Fourier transform

Vφf(x, ω) =

∫

Rn

f(t)φ(t− x) e−2πit·ω dt , with (x, ω) ∈ R
2n ,

gives the identity

‖〈f, ρ(W, η)Ψ0〉‖L2(E(x,y,θ)) = ‖f‖L2(E(x,y,θ)) · ‖Ψ0‖L2(E(x,y,θ)) .

Moreover, by (4.15) we have, for z = I(W, η),
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‖〈f, ρ(W, η)Ψ0〉‖L2(E(x,y,θ)) =

∫

(E⊕E∨)(x,y,θ)

|〈f, ρ(W, η)Ψ0〉|2dvol(W, η)

=

∫

C2

|B f(z̄)|2e−2Q̃(z) dz .

Injectivity then follows, while surjectivity follows by the same argument showing the
density of B(L2(Rn)) ⊂ F2

n in the proof of Theorem 3.4.3 of [22], applied pointwise in
(x, y, θ) ∈M .

The Gabor system G(Ψ0,Λ) satisfies the smooth frame condition of Definition 4.1 if
there are smooth functions C(x,y,θ), C

′
(x,y,θ) > 0 on the local charts of M such that

C(x,y,θ) ‖f‖2L2(E(x,y,θ))
≤

∑

λ=(W,η)∈Λ

|〈f, ρ(λ)Ψ0〉|2 ≤ C′
(x,y,θ)‖f‖2L2(E(x,y,θ))

.

By (4.15) we see that this is equivalent to the smooth sampling condition of Defini-
tion 4.11 for Λ + i ηθ

2π .

Proposition 4.13. With the scaling by the function b = bM (x, y, θ) of (3.12), the Gabor
system G(Ψ0,Λb,α,J ⊕ Λ∨

α,J) satisfies the frame condition.

Proof. We write here the window function Ψ0 as ΨA
0 to emphasize the dependence on

the quadratic from A = A(x,y). Let f : E → R be a signal, with f |E(x,y,θ)
∈ L2(E(x,y,θ)). We

have

∑

λ∈Λb,α,J⊕Λ∨
α,J

∣

∣

∣

∣

〈f, ρ(λ)ΨA
0 〉

∣

∣

∣

∣

2

=
∑

(n,m)∈Z2×Z2

∣

∣

∣

∣

∫

E(x,y,θ)

f(V )e2πim·V e(V−bn)tA(x,y,θ)(V−bn)+i〈ηθ ,V−bn〉dvol(x,y,θ)(V )

∣

∣

∣

∣

2

.

With a change of variables V =
√
bU and correspondingly changing the quadratic form

A to bA, we rewrite the above as

∑

(n,m)∈Z2×Z2

b2
∣

∣

∣

∣

∫

E(x,y,θ)

f(
√
bU)M√

bmT
√
bne

−U(bA(x,y,θ))UT−i〈ηθ

√
b,U〉dvol(x,y,θ)(V )

∣

∣

∣

∣

2

= b2
∑

λ̃∈
√
bΛα,J⊕

√
bΛ∨

α,J

∣

∣

∣

∣

〈f√b, ρ(λ̃)Ψ
bA
0 〉

∣

∣

∣

∣

2

,

where f√b(V ) = f(
√
bV ). Therefore, the Gabor system G(ΨA

0 ,Λb,α,J⊕Λ∨
α,J) is a frame for

L2(E(x,y,θ)) if and only if G(ΨbA
0 ,Λ√

b,α,J ⊕ Λ∨√
b,α,J

) is a frame for L2(E(x,y,θ)). Moreover,

by Lemma 4.12, we know that G(ΨbA
0 ,Λ√

b,α,J ⊕ Λ∨√
b,α,J

) is a frame for L2(E(x,y,θ)) if

and only if the uniformly discrete set (
√
bZ2 + i

√
bZ2) + i ηθ

2π is a set of sampling for

F(E ⊕ E∨)(x,y,θ). Finally, by [24], (
√
bZ2 + i

√
bZ2) + i ηθ

2π is a set of sampling if and only if

the complex lattice T (Z2 + iZ2) is a set of sampling, for the matrix

T =

(
√
b 0

0
√
b

)

.

By Proposition 11 of [24], the latter condition is satisfied if and only if
√
b < 1, which we

know is the case by Lemma 3.4.
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5 Gabor frames: symplectization and contactization

As in Section 2.3, we consider the contactization CS(M) of the symplectization S(M)

of the manifold of contact elements M = Sw(T
∗S) of a surface S. This model is moti-

vated by the goal of describing visual perception based on neurons sensitive not only
to orientation, but also to frequency and phase, with the frequency-phase and the
position-orientation uncertainty minimized by the Gabor functions profiles. From the
point of view of this model, it is worth pointing out that, although higher dimensional,
the 5-dimensional contact manifold CS(M) is completely determined by the contact 3-
manifoldM with no additional independent choices, being just the contactization of the
symplectization.

Note that, while the contact structure of CS(M) is the natural extension of the con-
tact structure ofM , this does not directly imply that modelling the visual cortex requires
an increasing family of contact structures to account for different families of cells sensi-
tive to different features, as different features may be described by the same geometry.

Given local charts onM with the choice of local basis

Xθ = ∂θ, RαJ
= −w−1 sin(θ)∂x + w−1 cos(θ)∂y (5.1)

for the contact planes ξ of the contact structure α on M and the Reeb field Rα =

w−1 cos(θ)∂x + w−1 sin(θ)∂y , we obtain a basis of the contact hyperplane distribution of
the five-dimensional contact manifold (T ∗S0 × S1, α̃), in the corresponding local charts,
given by

{Xθ, RαJ
, Rφ,α, Xw},

with Rφ,α := ∂φ +Rα and Xw := ∂w .

In the case of the twisted contact structure αJ , with the choice of basis

Xθ = ∂θ, Rα = w−1 cos(θ)∂x + w−1 sin(θ)∂y (5.2)

for the contact plane distribution ξJ , and the Reeb vector field Rα,J = −w−1 sin(θ)∂x +

w−1 cos(θ)∂y, we similarly obtain a basis for the contact hyperplanes ξ̃J given by

{Xθ, Rα, Rφ,α,J , Xw}, (5.3)

Rφ,α,J := ∂φ +Rα,J .

The bundle E of signal planes onM determines the following bundles on the symplecti-
zation S(M) and the contactization CS(M).

Definition 5.1. Let Ê denote the pull-back of the bundle E of signal planes to T ∗S0 ≃
M ×R∗

+ via the projection to M , and let Ẽ denote the vector bundle over CS(M) given

by Ê⊞TS1 = π∗
T∗S0

Ê ⊕π∗
S1TS1, with pull-backs taken with respect to the two projections

of CS(M) = T ∗S0 × S1 on the two factors.

The signals in this setting will be functions I : Ẽ → R. The vector bundle Ẽ on CS(M)

is a rank 3 real vector bundle over a 5-dimensional manifold.

Remark 5.2. A basis of sections for Ẽ over a local chart is obtained by taking the
vectors {Rα, RαJ

, ∂φ}. There are two other choices of basis directly determined by the
contact forms α̃ and α̃J , namely {Rα, Rφ,α,J , Rα̃J

}, where the first two vectors span
the intersection Ẽ ∩ ξ̃ of the contact hyperplane distribution with the bundle Ẽ and the
last vector is the Reeb field of α̃J , or {RαJ

, Rφ,α, Rα̃}, with the first two vector fields
spanning Ẽ ∩ ξ̃J and the third the Reeb field of α̃. The first basis has the advantage of a
providing consistent choices of basis for both E and Ẽ .
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Lemma 5.3. In a local chart of S(M) with coordinates (x, y, w, θ), the window function
Ψ0 as in (3.6) extends to a window function on Ê given by

Ψ̂0,(x,y,w,θ)(V ) = exp
(

−V tA(x,y)V − i〈η(w,θ), V 〉(x,y)
)

, (5.4)

with η(w,θ) = (w cos(θ), w sin(θ)).

Proof. The window function Ψ0 as in (3.6) is obtained as restriction to TS ⊕ S(T ∗S) of
a window function Φ0 on TS ⊕ T ∗S defined as in (3.5) in Definition 3.1. By identifying
S(M) = T ∗S0 and Ê with the pull-back of TS to S(M), we see that Φ0 induces a window
function Ψ̂0 on Ê of the form (5.4).

We further extend the window function (5.4) to Ẽ so as to obtain a window function
that is a modified form of the function considered in the model of [5].

Definition 5.4. In a local chart of CS(M) with coordinates (x, y, w, θ, φ), window func-
tions on Ẽ extending the window function (5.4) are functions on Ẽ of the form

Ψ̃0,(x,y,w,θ,φ),ζ0(V, υ) = exp
(

−V tA(x,y)V − i〈η(w,θ), V 〉(x,y,w,θ) − κ2φυ
2 − i〈ζ0, υ〉φ

)

, (5.5)

for η(w,θ) as in (5.4), and with ζ0 ∈ T ∗
φS

1 and υ ∈ TφS
1. The two-dimensional Gabor

systems of the form {ρ(W, η)Ψ0|E(x,y,θ)
} are then replaced by a three-dimensional system

of the form
ρ(W, η, ν, ζ)Ψ̃0|Ẽ(x,y,w,θ,φ)

(V, υ) , (5.6)

with (W, η, ν, ζ) ∈ (Ẽ ⊕ Ẽ∨)(x,y,w,θ,φ).

In the setting of [5], the additional variables φ ∈ S1 (with its linearization υ ∈ TφS
1)

and the dual variable ζ ∈ T ∗
φS

1, which we view here as part of the bundle Ẽ over
the contact manifold CS(M), represent a model of phase and velocity of spatial wave
propagation. The window function Ψ̃0 that we consider here differs from the function
considered in [5], which does not have the Gaussian term in the υ ∈ TφS

1 variable.
While they consider the limit case where κφ = 0, we argue here that one needs this
additional term to be non-zero (though possibly small) in order to have good signal
analysis properties for the associated Gabor system, in the presence of these additional
variables. The Gaussian term in υ can in principle be replaced by another rapid decay
function, however, it seems more natural to use a Gaussian term, like we have for the
variables in E , in order to maintain a similar structure for all the variables of Ẽ . We will
return to discuss the case κφ = 0 of [5] in Section 5.1.

Note that the goal of the model of [5] is different, as they apply the Gabor transform
to signals that are independent of the frequency and phase variables, so that the prob-
lem outlined above with the frame condition does not arise. It is only when the signal
analysis is performed on the larger space given by the 3-dimensional linear fibers of
the bundle Ẽ , rather than on the 2-dimensional bundle Ê , that one needs to modify the
window function as described above.

Let Ẽ∨ denote the dual bundle of Ẽ , with the choice of local basis {Rα, Rα,J , ∂φ} for
Ẽ and the dual local basis {α, αJ , dφ}. This determines bundles of framed lattices over
the local charts of CS(M)

Λ̃ = ZRα +ZRαJ
+Z ∂φ = Λα,J ⊕ L, Λ̃∨ = Zα+ZαJ +Z dφ = Λ∨

α,J ⊕ L∨ , (5.7)

with Λα,J and Λ∨
α,J the bundles of framed lattices of (3.8) and (3.9).

We consider the bundle of framed lattices Λ̃ ⊕ Λ̃∨, which has the property that, in a
local chart, the fibers

(Λ̃⊕ Λ̃∨)(x,y,w,θ,φ) ⊂ (Ẽ ⊕ Ẽ∨)(x,y,w,θ,φ)
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are lattices in the fibers of the 3-plane bundle Ẽ ⊕ Ẽ∨ over the 5-dimensional contact
manifold CS(M).

The window function Ψ̃0 and the bundle of framed lattices Λ̃⊕ Λ̃∨ determine a Gabor
system

G(Ψ̃0, Λ̃⊕ Λ̃∨) =

{

ρ(λ)Ψ̃0|Ẽ(x,y,w,θ,φ)

∣

∣

∣

∣

λ = (W, η, ν, ζ) ∈ (Λ̃⊕ Λ̃∨)(x,y,w,θ,φ)

}

. (5.8)

As in the case of the bundle of framed lattices Λα,J ⊕ Λ∨
α,J we consider a scaling of

the lattices in the fibers of Λ̃ ⊕ Λ̃∨, for the same reasons discussed in Section 3.5. We
define Rmax > 0 as in Section 3.5. For the TS1 direction of Ẽ , the injectivity radius RS1

inj

is constant and equal to half the length of the S1 circle. Thus, we take, as in Section 3.5,
a scaling factor of the form γ = RS1

inj/Rmax. As discussed in Section 3.5 we can assume

that in our model Rmax > RS1

inj so that γ < 1. We then consider the bundle of framed
lattices determined by this choice of scaling on L and the previous choice of scaling on
Λα,J .

Definition 5.5. Let Λ̃b,γ ⊕ Λ̃∨ be the bundle of framed lattices of the form

Λ̃b,γ ⊕ Λ̃∨ = Λb,α,J ⊕ Lλ ⊕ Λ∨
α,J ⊕ L∨ , (5.9)

where Λb,α,J is the scaled lattice of (3.13) with b = bM the function of (3.12), while

Lλ = λL for the constant λ = RS1

inj/Rmax as above. This has associated Gabor system

G(Ψ̃0, Λ̃b,γ ⊕ Λ̃∨) =

{

ρ(λ)Ψ̃0

∣

∣

∣

∣

λ = (W, η, ν, ζ) ∈ Λ̃b,γ ⊕ Λ̃∨
}

, (5.10)

where for simplicity of notation we have suppressed the explicit indication of the fibers
of Ẽ ⊕ Ẽ∨ as in (5.8).

We then have the following result about the Gabor frame condition for the Gabor
systems (5.8) and (5.10).

Proposition 5.6. The Gabor system G(Ψ̃0, Λ̃ ⊕ Λ̃∨) of (5.8) is not a frame. The Gabor
system G(Ψ̃0, Λ̃b,γ ⊕ Λ̃∨) of (5.10) is a frame.

Proof. By construction the Gabor systems with window function Ψ̃0 and lattice Λ̃⊕Λ̃∨ or
Λ̃b,γ⊕Λ̃∨ split as a product of a 2-dimensional system G(Ψ0,Λα,J⊕Λ∨

α,J) or G(Ψ0,Λb,α,J⊕
Λ∨
α,J) and a 1-dimensional Gabor system G(ψ0, L⊕ L∨) or G(ψ0, Lλ ⊕ L∨), where

ψ0,φ(υ) = exp(−κφυ2 − i〈ζ0, υ〉φ) = exp(−κφυ2 − iζ0υ) .

Thus, the frame condition for G(Ψ̃0, Λ̃⊕Λ̃∨) holds if and only if it holds for both G(Ψ0,Λα,J⊕
Λ∨
α,J) and G(ψ0, L⊕L∨) and similarly the frame condition for G(Ψ̃0, Λ̃b,γ⊕Λ̃∨) holds if and

only if it holds for both G(Ψ0,Λb,α,J ⊕ Λ∨
α,J) and G(ψ0, Lλ ⊕ L∨). For the 1-dimensional

systems with a rapid decay function as window function, the frame condition holds if
and only if the lower Beurling density D− of the lattice is strictly greater than one. For
the lattice L⊕L∨ this condition is not satisfies (see Proposition 4.3) so the Gabor system
is not a frame, while for the lattice Lλ ⊕L∨ is satisfied since γ < 1 (see Proposition 4.4).
Thus, in the case of the Gabor system G(Ψ̃0, Λ̃b,γ ⊕ Λ̃∨) of (5.10) the question is reduced
to the question of whether the 2-dimensional system G(Ψ0,Λb,α,J ⊕Λ∨

α,J) is a frame. We
know this system is indeed a frame by Proposition 4.13.

5.1 Gelfand triples and Gabor frames

We return here to discuss the case of the profiles considered in [5], with the term
κφ = 0. As mentioned above, the function Ψ̃0|κφ=0 is not a window function for a Gabor

MNA 3 (2023), paper 2.
Page 24/28

https://mna.episciences.org/

https://doi.org/10.46298/mna.9766
https://mna.episciences.org/


V. Liontou and M. Marcolli

system in the usual sense, as it is not of rapid decay (and not even L2) along the fibers of
Ẽ . However, we can still interpret it as a tempered distribution on the fibers of Ẽ . Thus,
one can at least ask the question of whether this window function defines Gabor frames
in a distributional sense. To formulate Gabor systems in such a setting, it is convenient
to consider the formalism of Gelfand triples (also known as rigged Hilbert spaces, [21]).

We consider here the same setting as in [40, 41] for distributional frames, with
Gelfand triples given by

S(Ẽ(x,y,w,θ,φ)) →֒ L2(Ẽ(x,y,w,θ,φ), dvol(x,y,w,θ,φ)) →֒ S ′(Ẽ(x,y,w,θ,φ)) ,

where the space S of tempered distributions is densely and continuously embedded in
the L2-Hilbert space, which is densely and continuously embedded in the dual space
S ′ of distributions. The pairing 〈f, g〉 of distributions f ∈ S ′ and test functions g ∈ S
extends the Hilbert space inner product. We write the above triples for simplicity of
notation in the form

S(Ẽ) →֒ L2(Ẽ) →֒ S ′(Ẽ) .
Definition 5.7. A distributional Gabor system G(Φ̃0, Λ̃) on Ẽ is given by a window
generalized-function Φ̃0 ∈ S ′(Ẽ) and a bundle of lattices Λ̃ with

G(Φ̃0, Λ̃) = {ρ(λ)Φ̃0 |λ ∈ Λ̃} ⊂ S ′(Ẽ) .

The distributional Gabor system G(Ψ̃0, Λ̃) is a distributional frame for the bundle Ẽ on
CS(M) if there are bounded smooth functions C,C′ : CS(M) → R∗

+ with strictly positive
infCS(M) C and infCS(M) C

′, such that, for all f ∈ S(Ẽ)

C(x,y,w,θ,φ) ‖f‖2L2(Ẽ(x,y,w,θ,φ))
≤

∑

λ∈Λ̃(x,y,w,θ,φ)

|〈ρ(λ)Φ̃0, f〉|2 ≤ C′
(x,y,w,θ,φ) ‖f‖2L2(Ẽ(x,y,w,θ,φ))

.

Lemma 5.8. Let Φ̃0 = Ψ̃0|κφ=0, with Ψ̃0 as in (5.5). The systems G(Φ̃0, Λ̃ ⊕ Λ̃∨) and

G(Φ̃0, Λ̃b,γ ⊕ Λ̃∨) with the lattices as in Definition 5.5, are distributional Gabor sys-
tems that decompose into a product of a 2-dimensional ordinary Gabor system given
by G(Ψ0,Λα,J ⊕ Λ∨

α,J) or G(Ψ0,Λb,α,J ⊕ Λ∨
α,J), respectively, and a 1-dimensional distri-

butional Gabor system of the form G(φ0, L ⊕ L∨) or G(φ0, Lγ ⊕ L∨), respectively, with
window generalized-function φ0(υ) = exp(−iζ0υ) ∈ S ′(R). The distributional Gabor
system G(Φ̃0, Λ̃ ⊕ Λ̃∨) does not satisfy the distributional Gabor frame condition. The
distributional Gabor system G(Φ̃0, Λ̃b,γ ⊕ Λ̃∨) satisfies the distributional Gabor frame
condition if and only if the 1-dimensional distributional Gabor system G(φ0, Lγ ⊕ L∨)
satisfies the distributional frame condition.

Proof. We view Φ̃0 as the distribution in S ′(Ẽ) that acts on test functions f ∈ S(Ẽ) as

〈f, Φ̃0〉(x,y,w,θ,φ) =

∫

Ẽ(x,y,w,θ,φ)

Φ̃0|Ẽ(x,y,w,θ,φ)
(V, υ) f(V, υ) dvol(x,y,w,θ,φ)(V, υ) .

As in Proposition 5.6 we see that the distributions ρ(λ)Φ̃0 are products of a function
ρ(λ′)Ψ0 ∈ S(Ẽ) and a distribution ρ(λ′′)φ0 in S ′(Ẽ), with λ = (λ′, λ′′) for λ ∈ Λ̃ ⊕ Λ̃∨

and λ′ ∈ Λα,J ⊕ Λ∨
α,J and λ′′ ∈ L ⊕ L∨ (and similarly for the scaled versions of the lat-

tices). Since these Gabor systems decouple, the distributional frame condition becomes
equivalent to the ordinary frame condition for the part that is an ordinary frame and
the distributional frame condition for the part that is a distributional frame. Thus, the
distributional Gabor systems G(Φ̃0, Λ̃⊕Λ̃∨) and G(Φ̃0, Λ̃b,γ⊕Λ̃∨) are distributional Gabor
frames if and only if the respective 2-dimensional ordinary Gabor systems are ordinary
frames and the respective 1-dimensional distributional Gabor systems are distributional
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frames. In the first case we know that the frame condition already fails at the level of
the 2-dimensional ordinary Gabor system. In the second case the 2-dimensional system
satisfies the usual frame condition by Proposition 4.13, hence the question reduces to
whether the 1-dimensional distributional system G(φ0, Lγ ⊕ L∨) satisfies the distribu-
tional frame condition.

The following statement shows that, even when interpreted in this distributional
setting the Gabor system generated by the window function Φ̃0 as in [5] does not give
rise to frames, hence it does not allow for good signal analysis.

Proposition 5.9. The distributional Gabor system G(Φ̃0, Λ̃b,γ ⊕ Λ̃∨) does not satisfy the
distributional frame condition.

Proof. By Lemma 5.8 we can equivalently focus on the question of whether the one-
dimensional distributional Gabor system G(φ0, γZ+Z) satisfies the distributional frame
condition. Given a signal f ∈ S(R), we have, for λ = (γn,m) and φ0(t) = e−iζ0t,

〈f, ρ(λ)φ0〉 =
∫

R

e−2πimtf(t)eiζ0(t−γn) dt

= e−iζ0γn

∫

R

e−2πi(m− ζ0
2π )tf(t) dt = e−iζ0γnf̂(m− ζ0

2π
) .

Note that when we take |〈f, ρ(λ)φ0〉|2 the dependence on n disappears entirely so the
sum over the lattice is always divergent.

Remark 5.10. The window function Ψ̃0|κφ=0 in [5] is chosen so that the Lie group and
Lie algebra structure underlying receptive profiles of this form (see [33, 37]) determines
horizontal vector fields given by the basis {Xθ, Rα, Rφ,α,J , Xw} of (5.3) of the contact
hyperplanes ξ̃J . However, if we replace this choice of window with our window Ψ̃0

where κφ 6= 0, the same Lie group of transformations acts on these types of profiles
generating the same horizontal vector fields. Note that also the original goal of [5] of
describing receptive profiles of neurons sensitive to frequency and phase variables, with
the frequency-phase uncertainty minimized is already satisfied by the Gabor system
generated by our proposed window function Ψ̃0, without the need to impose κφ = 0.
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